Abstract: This talk focuses on understanding how a team (machine-machine, human-machine, multiples) performs or will perform and why they performed in the way they did. For the latter, the ability to make any sort of explanation has obvious implications including identifying future improvements for the team. I will present a methodology which considers both the team's and the team members' reward functions. These reward functions and structures can be inferred via inverse reinforcement learning (IRL) using their observed behaviors. Reward functions reflect underlying agent goals and preferences and can be used to capture unique agent behavior. We map these rewards to high-level behavioral attributes (behA) that are related to a team’s performance metrics. These behA can provide insights that will then help to explain a team's performance. Central to understanding team behavior is interference which impacts team member interactions. Interference occurs when the goals of one agent affect the goals of the other agents. When positive, it boosts a team's performance, and when negative, it degrades the team’s performance. Interference is likely to arise due to many differences including communication mechanisms, roles, capabilities, adaptiveness, and responsibility such as between human and machine members. I will describe two recent experiments: one focused on machine-machine teams, and the other, our initial results on human-machine teams, both within a popular computer game.
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